
Chapter Four
Correlation and 

Regression 



4-1 Introduction
• Inferential statistics involves determining whether a 

relationship between two or more numerical or quantitative 
variables exists.

• Correlation is a statistical method used to determine whether 
a relationship between variables exists.

• Regression is a statistical method used to describe the nature 
of the relationship between variables, that is, positive or 
negative, linear or nonlinear. 



4-1 Introduction
• In a simple relationship, there are only two types of variables 

under study; an independent variable, and a dependent 
variable.

• Simple relationship can be positive or negative:

• A positive relationship exists when both variables increase or 
decrease at the same time.

• A negative relationship exists when one variable increases and 
the other variable decreases.



4-2 Scatter Plots
• A scatter plot is a visual way to describe the nature of the 

relationship between the independent and dependent 
variables. 



4-3 Correlation Coefficient
• The correlation coefficient is measure of how variables are 

related, it measures the strength and direction of a linear 
relationship between two variables.

• The symbol for the population correlation coefficient is ρ (rho).

• The symbol for the sample correlation coefficient is r.

• The range of the correlation coefficient is from 1 to 1.



4-3 Correlation Coefficient
• If there is a strong positive linear relationship between the 

variables, the value of r will be close to 1. 

• If there is a strong negative linear relationship between the 
variables, the value of r will be close to 1. 

• When there is no linear relationship between the variables or 
only a weak relationship, the value of r will be close to 0. 



4-3 Correlation Coefficient



4-4 Pearson linear correlation coefficient
• Formula for the Pearson linear correlation coefficient (rP) 

where n is the number of data pairs (sample size). 



4-4 Pearson linear correlation coefficient
• Example: 

• A researcher wishes to determine if a person’s age is related to 
the number of hours he or she exercises per week.  The data for 
the sample are shown below. 

Compute the value of the correlation coefficient.



4-4 Pearson linear correlation coefficient

There is a strong negative linear relationship, which means that  
older people tend to exercise less on average. 



4-5 Spearman rank correlation coefficient 
• Formula for the Spearman rank correlation coefficient (rS)

• where d = difference in the ranks and n = number of data pairs



4-5 Spearman rank correlation coefficient 
• Example: 

• The table below shows the total number of tornadoes that 
occurred at some states from 1962 to 1991 and the record high 
temperatures for the same states. 
Is there a relationship between the number of tornadoes and the 
record high temperatures? 



4-5 Spearman rank correlation coefficient 



4-5 Spearman rank correlation coefficient 

• There is a moderate positive linear relationship between the 
number of tornados and the record high temperatures. 



4-5 Spearman rank correlation coefficient 
• Example: 

• To study the relationship between the students grade in Statistics 
and Mathematics, five students were chosen and their grades are 
as displayed. Is there a relationship between the grades of 
Statistics and Mathematics? 



4-5 Spearman rank correlation coefficient 



4-5 Spearman rank correlation coefficient 
There is a moderate positive linear relationship between grades. 
So, high grades in Mathematics means high grades in Statistics.



4-6 Regression Line
• If the value of the correlation coefficient is significant (will not 

be discussed here), the next step is to determine the equation 
of the regression line, which is the data’s line of best fit.

• Best fit means that the sum of the squares of the vertical 
distance from each point to the line is at a minimum.



4-6 Regression Line
• Scatter Plot and Regression Line



4-6 Regression Line
• Equation of the Regression Line

• The equation of the regression line is written as y'=a+bx, where b
is the slope of the line and a is the y' intercept.

• The regression line can be used to predict a value for the 
dependent variable (y) for a given value of the independent
variable (x).

• Caution: Use x values within the experimental region when 
predicting y values.



4-6 Regression Line
• Formulas for the regression line y'=a+bx:

where a is the y' intercept and b is the slope of the line.



4-6 Regression Line
• Example: 

• Find the equation of the regression line and find y' when x = 35
years.  Remember that no regression should be done when r is 
not significant.



4-6 Regression Line



4-6 Regression Line
When x=35, then

So, a person who is 35 years old tends to exercise 4.2 hours per 
weak on average.


